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Block Adaptive Quantization of Magellan SAR Data 

Aktract-This paper reports on a data compression scheme which 
will be used to reduce the SAR data rate on the U.S. NASA Magellan 
(MGN) mission to Venus. The MGN spacecraft has only one scientific 
instrument: A radar system used for imaging the surface, for altime- 
tric profiling of the planet topography, and for measuring radiation of 
the planet surface. A straightforward implementation of the scientific 
requirements of the mission results in a data rate higher than can be 
accommodated by the available system bandwidth. A data-rate reduc- 
tion scheme which includes operation of the radar in burst mode and 
block adaptive quantization of the SAR data is selected to satisfy the 
scientific requirements. Descriptions of the quantization scheme and 
its hardware implementation is given here. Burst-mode SAR operation 
is also briefly discussed. 

I. INTRODUCTION 
OR the Magellan (formerly Venus Radar Mapper- F VRM) mission the communication channel to Earth 

has a limited channel capacity. This limitation requires 
the output of the Synthetic Aperture Radar (SAR) to be 
encoded in order to reduce the data rate. The MGN Block 
Adaptive Quantizer (BAQ) provides a novel approach for 
encoding the SAR data and establishing the required data 
rate. The SAR produces 8-bit inphase (I) and quadrature 
(Q) data samples that are reduced to the required data rate 
of 2 bits per I and Q plus a small amount of information 
used for decoding on the ground. Lipes and Butman [ l ]  
and Joo and Held [2] have studied compression of raw 
SAR data with different quantization levels. Comparisons 
of image data quality using %bit and 2-bit quantization 
have shown that a 2-bit quantizer produces data of ac- 
ceptable visual quality. However, for inputs with a large 
dynamic range the distortion due to a quantization to 2 
bits severely degrades the amplitude resolution unless the 
quantization process adapts to the level of the input sig- 
nals. The adaptation process described in this paper es- 
tablishes the quantization levels at those appropriate for 
the observed signal levels and statistics. The design and 
implementation of this adaptive process and the nonuni- 
form quantizer for the MGN radar are given here. An 
overview of the Venus mission is given in Section 11. Sec- 
tion I11 describes the data-collection mode employed by 
MGN. Section IV contains the analysis and design of the 
BAQ. The implementation of the SAR in hardware is 
shown in Section V. Simulation results using this quan- 

tization scheme are provided in Section VI. Finally, a 
summary is provided in Section VII. 

11. MAGELLAN MISSION TO VENUS 
Venus is the planet which most closely resembles the 

Earth in the Solar System. Despite this fact and the great 
interest shown in the planet by both the U.S. and the 
USSR, Venus remains a relative mystery due to the op- 
tically dense atmosphere which surrounds it. In addition 
to Earth-based radar studies, the U.S. has sent two mis- 
sions (the Pioneer Venus Orbiter and Pioneer Venus Mul- 
tiprobe) and three flyby missions (Mariners 2, 5 ,  and lo), 
while the USSR has sent several probes, orbiters, and 
landers (Veneras 4-16 and recently, Vegas I and 11). Ven- 
era 15/16 employed Synthetic Aperture Radar (SAR) to 
map about 25 percent of the planet’s surface to a resolu- 
tion of 1-2 km. The Venera 15/16 data, along with Earth- 
based radar data, have given the best view of the global 
geology of the planet. Each step toward higher resolution 
and greater surface coverage has given a better under- 
standing of planetary evolution. 

Magellan is scheduled for launching by NASA in April 
1989 to acquire data of the planet surface to a resolution 
of about a factor of ten better than those acquired by Ven- 
era 15/16. The scientific objectives are to improve the 
knowledge of the tectonics and geologic history of Venus 
by analysis of the surface morphology; the geophysics of 
Venus, principally its density and distribution; and the 
small-scale surface physics. To meet these objectives the 
scientific requirements on the radar system are to produce 
contiguous images of at least 70 percent of the planet sur- 
face with a radar resolution better than 300 m; a surface 
brightness temperature of the imaged area with a resolu- 
tion of better than 2 K; and topographic and scattering 
characteristics maps with a height resolution of better than 
50 m. 

The radar system is the only scientific instrument on 
board, and the SAR function will share the 3.7-m diam- 
eter antenna with the telecommunications system. A sin- 
gle antenna for these systems requires that all radar data 
be recorded during the low-altitude portion of the orbit 
and be down-linked to Earth later on that same orbit in 
order for the tape recorders to be free to record the next 
mapping pass. Fig. 1 shows the mapping strategy. A com- 

period with a periapsis altitude of 250 km and an apoapsis 
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altitude of 8000 km [3]-[6]. The orbit of 189 min is di- 
vided into 37 min of radar data recording, 114 min of 
playback, and the balance for star sightings and spacecraft 
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Fig. 1 .  MGN mapping strategy. The orbit of Magellan is divided into dis- 
tinct phases. The radar maps the surface when it is closest to Venus. 
When the mapping pass is completed the antenna is turned towards Earth 
so that data can be transmitted. After transmission, the antenna is turned 
back towards the planet for the next mapping pass. 

maneuvers. The recorded data is transmitted during the 
playback part of the orbit. The radar data is recorded at 
about 806 kbps (kilobits per second) which the system 
must use in the most efficient manner in order to satisfy 
the scientific objectives. To satisfy this data-rate con- 
straint the SAR will be operated in the burst mode (dis- 
cussed in Section 111) and the data will be quantized via a 
data-compression scheme which is the subject of this pa- 
per. 

Detailed descriptions of SAR imaging could be found 
in [7]-[9]. A brief explanation of the SAR-image param- 
eters, used throughout this paper, follows. The quality of 
SAR images is usually described by five parameters: 
Number of looks, spatial resolution, sidelobe levels, am- 
plitude resolution, signal-to-noise ratio (SNR), and inci- 
dence angle. These parameters are not independent and a 
balance must be achieved in a radar design. The speckle 
noise inherent in the SAR imagery is reduced by the in- 
coherent averaging of multiple independent-pixel samples 
derived over several looks [7]. The incidence angle is a 
view angle and governs the appearance of the image. Usu- 
ally, incidence angles of 20” or higher produce interpret- 
able images. The system SNR is the signal-to-total noise 
in the system: this parameter includes thermal noise, am- 
biguities, quantization noise, and link-error noise. The 
amplitude resolution is mainly determined by the quan- 
tizer. The characteristics and performance of the MGN 
radar are summarized in Tables I and 11. 

111. MGN SAR DATA COLLECTION 

For MGN the transmitted carrier is phase-modulated by 
a 60-bit-long binary sequence or “code” with a pulse 
width of 26.5 p s .  The range bandwidth due to the code is 
2.26 MHz. The Doppler bandwidth is determined by the 
relative motion of the spacecraft and the planet and there- 
fore vanes over the orbit. Because of the range and azi- 
muth bandwidths required for high-resolution imaging, the 

TABLE I 
MAJOR RADAR SYSTEM PARAMETERS 

PaPaeeter Valde 

SRR 

250 t o  3 5 0 0  U r n  O p e r a c i i g  Alcitdde 
Radar freadency 2385 MHz 
S y s r e n  Bandurdch 2.26 M H z  
Ancenna Diamecer 
Antenna Look Angle 10 to 50 deg. (from vertical) 
A n t e n n a  Gain 36.060 
Polarization H H  
Transmitted Pdlse Length 
Tl?e-banduidth Product 60 
Pdlse Repetitlon Frequency 4 4 2 0  to 5880 Hz 
SAR B U P S L  on Tine 25 ms t o  250 ms 
Transmitted Peak Paver 350 U 
Ave*age Data Race (to spacecraft) 750 KbPS 

3.7 m 

26.5 dsec 

TABLE I1 
MGN SAR PERFORMANCE 

ALTITUDE LATITUDE INCIDENCE RANGE AZIMUTH L O O K S  
( K m )  f d e g )  ANGLE(deg1 R E S ( r n )  R E S ( m )  NO.  

250 * l o  52 110 120 4 

275 +20. 0 50 1 1 3  120 4 

500 1 4 0 .  -20 39 137 1 2 0  5 

1000 +62, -41 28 182 120 10 

1750 + 8 2 .  -61 21 246 120 10 

2100 +90. -68 19 270 120 I3 

sampling of the data in range and azimuth contributes to 
a high data rate. This rate must be reduced to satisfy the 
fixed data rate constraint imposed by the capabilities of 
the MGN data recorder. The instantaneous data rate is 
estimated as the product of the sampling and quantizer 
rate. The sampling rate, the rate of sampling of the I and 
Q signals (measured in samples/s ), is determined by the 
data-collection scheme. The quantizer rate, which is mea- 
sured in bits/sample, is fixed by the Block Adaptive 
Quantizer (BAQ). The quantizer provides for a rate of 2 
bits per I and Q data sample. 

MGN radar also employs a burst-mode data collection 
scheme to reduce the data rate. Burst mode is a time-do- 
main data reduction method where the radar does not op- 
erate continuously (Fig. 2 illustrates a typical MGN burst 
cycle). Within a burst cycle, the SAR operates first, fol- 
lowed by the altimeter and radiometer. In this manner the 
hardware can operate in different modes. For the SAR, a 
target is illuminated for a fraction of the full-aperture du- 
ration of a conventional SAR. The burst-on time, there- 
fore, determines the azimuth resolution, and the number 
of the bursts during the full-aperture duration determines 
the number of looks (see Table 11). This mode of opera- 
tion offers a reduction in the data rate but degrades the 
achievable azimuth resolution compared to the processing 
of the full aperture. However, the resolution specification 
can still be met since the achievable resolution of a full 
aperture is much better than the scientific requirement. 

The MGN radar acquires data at an instantaneous rate 
of about 36 Mbps, which must be reduced to 0.8 Mbps 
(for recording), a factor of 45 reduction, without severely 
degrading the resulting image quality. This reduction fac- 
tor is obtained as follows: 1) The echo data is buffered 
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Fig. 2. MGN burst cycle timing. 
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between pulses, a factor of 1.25; 2) the radar is operated 
in the burst mode, a factor reduction of 9; and 3) a block 
adaptive quantizer is used, a factor of 4. The detailed de- 
sign and implementation of the block adaptive quantizer 
is described in the following sections. 

IV. MGN RADAR BLOCK ADAPTIVE QUANTIZER (BAQ) 
DESIGN 

The following topics are discussed in this section: A) 
The quantizer model and quantization levels of the BAQ; 
B) the echo statistics of the radar echo returns; C) the 
expected power of the echo returns; D) the block esti- 
mation of the echo statistics; E) a description of the 2-bit 
quantizer; and F) the delayed application of the echo sta- 
tistics. 

A. Quantizer Model and Quantization Levels 
The goal of adaptive quantization is to provide effective 

data compression of a signal source with time-varying pa- 
rameters. An adaptive quantizer estimates the statistics of 
the source and attempts to match the quantizer to the ob- 
served time-varying statistics. In the approach taken to 
design the adaptive quantization scheme, the model shown 
in Fig. 3 was used. The statistics of a block of incoming 
data samples are estimated and a quantizer which is opti- 
mized for that source model is selected for quantization 
of that block of data. An understanding of the source sta- 
tistics is therefore paramount in the design of an optimal 
quantizer. The reconstruction of the data samples is also 
an issue in the efficient mechanization of the quantization 
scheme. These issues and others are discussed in the fol- 
lowing sections. 

In a data rate limited system the selection of the number 
of levels of quantization is a trade-off between the range 
resolution (or pulse bandwidth) and performance of the 
quantizer (quantization noise). The range bandwidth de- 

1 FACSIMILE 
OF 
ORIGINAL 

I 
RECONSTRUCTION .--C 

L I  SIGNAL 
QUANTIZER - 

termines the sampling rate of the echo returns and there- 
fore affects the data rate. In addition, the performance of 
the quantizer affects the noise in the digital data and, 
therefore, the image quality. The decision to use a 2-bit 
converter in the SAR system was based on a balance of 
these two factors. In an earlier design of the system [3], 
a combination of the radar bandwidth of 1.13 MHz and a 
3-bit converter produced a ground range resolution of 225 
m at low altitudes and a converter quantization SNR of 
approximately 14 dB. In the present design of the SAR 
system [4] a radar bandwidth of 2.26 MHz and a 2-bit 
converter were settled upon for an improvement of the 
ground range resolution and a converter with a lower 
SNR. At low altitudes the ground range resolution be- 
came 120 m with a converter SNR of 8.7 dB. Based upon 
the performance of the 2-bit converter, the thermal SNR 
of the system was then chosen to be at least 8 dB. From 
simulations using real SAR data with this 2-bit converter 
and images with more than four looks, higher values of 
thermal SNR did not enhance the visual-image interpre- 
tation, and lower values degraded the images. Thus the 

OPTIMIZED FOR 
SIGNAL STATISTICS 1 
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thermal SNR of the system is compatible with the con- 
verter performance, and the system SNR which includes 
the above noise sources is approximately 5 dB. 

B. MGN Radar Echo Statistics 
In the MGN radar the radar echo is downconverted to 

baseband and split into I and Q components. These com- 
ponents are then digitized separately by two 8-bit A/D 
converters. The statistics of a block of these 8-bit data 
samples are computed and used to control the coding of a 
subsequent block of 8-bit data samples into 2 bits. The 
statistics of the I and Q data can be assumed to be 
Gaussian, with zero mean and unknown average power. 
A brief examination of the statistics of this source model 
is given here. 

The radar returns are a superposition of responses of 
many small scatterers. The coherent radar return A ( x ,  y, 
z )  at observation point ( x ,  y, z )  is written as 

Ns 

k =  1 
~ ( x ,  y;z)  = C akejbk 

where A ( x ,  y, z )  is represented as the sum of many ele- 
mentary phasor contributions due to the independent scat- 
terers, ak is the reflectance amplitude, and & is the phase 
delay which is a function of radar wavelength and path 
distance and is independent of a&. Thus the elementary 
phasors can be assumed to have the following properties: 

The amplitude ak and the phase & are statistically 
independent of each other and of the amplitude and phase 
of all other elementary phasors. 

The phases (bk are uniformly distributed on the inter- 
val [ -T, T ]  (the scatterers have an unknown range and 
the SAR resolution is much greater than the radar wave- 
length). 

From these assumptions it can be shown that the real 
and imaginary parts of the complex signal have zero 
means, identical variances, and are uncorrelated [ 1 11, 
[12]. Due to the large area encompassed by the antenna 
footprint, the number of elementary phasor contributions 
can be considered to be extremely large; the real and 
imaginary parts of the reflected signal are therefore sums 
of a very large number of independent random variables. 
It follows from the central limit theorem that as N, - > 
00, real and imaginary parts are asymtotically Gaussian 
with unknown variances. 

C. Expected Power Variations of Echo Returns 
An understanding of the power variations of the returns 

gives a basis for the design of the block size required to 
estimate the control statistics of the quantizer. The echo 
returns from a pulse are due to the convolution of the code 
with individual scatterers and have correlation properties 
of the coded pulse (a length of 60 biphase modulated 
code). The biphase code is chosen such that its autocor- 
relation function has a peak at zero and falls off to a low 

10.0 I * I  I I I I 

INPUT RMS LEVEL (xl0)’ 

Fig. 4. Mapping of RMS input to magnitude statistics. The inverse map- 
ping provides the estimate of the input power. 

value for the time delay of a one-code bit or more; there- 
fore successive range samples are uncorrelated but have 
the same expected power. Another factor which affects 
the return power is the antenna pattern-it weighs the re- 
turns as a function of range. Thus samples in a small 
neighborhood of the same transmit pulse have the same 
expected power return, but the coherent returns are un- 
correlated. Moreover, the power changes are slowly vary- 
ing. 

The variation of the returns from pulse-to-pulse is also 
of importance. Analogous with range, coherent returns 
separated by a few pulses are essentially uncorrelated but 
have the same expected power due to the following rea- 
sons: During the collection time of the SAR burst, the 
expected power of a sample corresponding to a fixed range 
is approximately constant even in the presence of the most 
extreme range walk (due to target-sensor motion). The 
range walk more severely affects the variations over a time 
period from burst-to-burst. During this period the illu- 
mination footprint has moved in the cross-range direction 
from 0.075 to 0.175 beamwidths, and the range window 
has moved due to a range walk from 0 to 8 range samples. 
Since the returns are the result of the returns of the co- 
herent sum of scatterer returns over the cross-range an- 
tenna-beam extent and the pulse duration of 60-range 
samples, the burst-to-burst variations in the expected 
power is a!so quite small. 

In summary, the SAR signal statistic is Gaussian, with 
the variation in power of the return being a slow function 
of range, pulse number, and also from burst-to-burst re- 
turns. These statistics are the basis for the BAQ design. 

D. Block Estimation of Control Statistics 
The quantizer is controlled by the statistics of the in- 

coming signal. Since the signals in both the I and Q chan- 
nels are Gaussian with a zero mean, the distribution can 
be specified with a single parameter. The statistic selected 
to characterize this parameter is the average signal mag- 

Authorized licensed use limited to: Jet Propulsion Laboratory. Downloaded on November 20, 2009 at 17:35 from IEEE Xplore.  Restrictions apply. 



KWOK AND JOHNSON: BLOCK ADAPTIVE QUANTIZATION OF MAGELLAN SAR DATA 379 

FOR THE ith BURST 

SUM IN BLOCKS OF 16 RANGE 
SAMPLES A N D  8 PULSES 
SEPARATED BY 8 PULSES 

'I' r,n + 1'' r,n =h 1 16 8 ' 2 2 ( IQIr,n , A r = l  rn-1 I!= Ar + 16 k 
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ADDRESS) t k = 1.2.3 
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~~~~u~~~ (USE PULSES 4,12,20,28,36,44,52,60) 

k =BLOCK NUMBER 
8 -WORD SIZE 

Fig. 5 .  Computation of magnitude statistic. 

nitude, instead of the average signal power. If the outputs 
of the 8-bit A/D are used to generate this statistic, the 
average signal magnitude (for a zero-mean Gaussian sig- 
nal) can be written as 

and 

where x, is the maximum average signal magnitude, xi is 
the transition points of the 8-bit AID, and a is the standard 
deviation of the input signal to the A/D. Simplifying as 
follows: 

127 - -  
111 = I Q /  = 127.5 - E erf 

n = O  

it can be seen that approaches 0.5 as the input signal 
power goes to zero, and approaches 127.5 as the signal 
power goes to infinity. This equation provides the map- 
ping of the RMS input level (a)  to the average magnitude 
statistics. Fig. 4 shows a plot of the magnitude statistic 
as a function of input signal power. Thus even when the 
instantaneous input power is large and the A/D saturates, 
the magnitude statistic still provides a good estimate of 
the signal power. The performance difference between 
using this statistic and the direct estimation of the average 
signal power is small. However, the reduction in hard- 
ware complexity more than justifies this approach. 

The slowly varying echo power in range and from pulse- 
to-pulse makes possible the block estimation of the mag- 
nitude statistic. Fig. 5 shows the computation of this mag- 
nitude statistic using blocks of data samples. For each 
group of 16 range samples the magnitude of the I and Q 
samples are added together for 8 pulses (selected at every 
eighth pulse). Thus the statistic for each block of 16 range 
samples consists of the sum of 256 samples from the 8- 
bit AID. To account for edge effects, the last block (which 
may have fewer than 16 additional range samples) uses 
the last 16 range samples to form the statistic. Using the 

statistic described, the quantizer control (threshold) is 
found using a look-up table. This is performed by divid- 
ing the statistic by 16 and forming an 11-bit word to be 
used as an address for a 4K ROM whose output is a 8-bit 
word. The ROM contains the map from the statistic to the 
control parameter of the quantizer. The mapping selected 
minimizes the distortion of the quantizer (both quantiza- 
tion and saturation effects). The 8-bit quantizer control for 
each group of 16 range samples is encoded in the burst 
header and is transmitted for use in the decoding process. 

E. 2-bit Nonuniform Quantizer 
The next element in the BAQ is the quantizer. Within 

the quantizer each 8-bit data sample is encoded into 2 bits. 
One bit is the sign bit and the other bit indicates the signal 
level. The signal-level bit indicates whether the magni- 
tude of the I or Q sample is above or below a threshold. 
The value of this threshold is described above. For a 
2-bit quantizer this threshold represents the transition 
point that is optimally placed in an ensemble of input data 
with a Gaussian probability density such that the distor- 
tion in the reconstructed data is minimized in a mean- 
square-error sense. The four output states of the converter 
are the centroids of the areas between zero and the tran- 
sition points and the centroids of the areas between the 
transition points and infinity (see Fig. 6). The signal-to- 
noise ratio of the output of the quantizer versus the input 
signal is shown in Fig. 7. It can be seen that an SNR of 
8.7 dB can be achieved if an accurate estimate of the input 
statistic is available. The calculation of the optimal tran- 
sition points as well as the output states are well docu- 
mented in Collins and Sicking 1131. 

In the decoding process, the I and Q samples are recon- 
structed using the threshold information and the encoded 
2-bit data of each block. For a given block of 2-bit data, 
the floating point I/Q samples yn are reconstructed by 

magnitude bit = 0 
magnitude bit = 1 

(sign) x 0.52 x 7h 
(sign) x 1.73 x Th Y n  = [ 

where the sign is indicated by the sign bit and Th is the 
threshold value downlinked in the burst header. The coef- 
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Fig. 6. Transition points of a 4-state output quantizer. 
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Fig. 7. Signal-to-noise ratio of output versus input signal level expressed 
as a fraction of full-scale output. 

ficients 0.52 and 1.73 are the optimal output levels of a 
nonuniform 2-bit quantizer whose input is normally dis- 
tributed with zero mean and unit variance. The decoding 
of the 2-bit data into the 4 output states is shown in Fig. 
8. 

F. Delayed Application of Thresholds 
During the operation of the radar the thresholds that are 

used to encode the radar returns from a given burst are 
those generated during a previous burst (see Fig. 9). This 
is possible due to the small variation in the expected power 
of the returns from burst-to-burst (see discussion above). 
Again, this is done to reduce the complexity of the hard- 
ware. A maximum of 24 thresholds can be generated dur- 
ing each burst. 

V. IMPLEMENTATION OF BAQ IN HARDWARE 
A functional block diagram of the hardware is shown 

in Fig. 10. The BAQ hardware consists of the threshold 
and bit select circuits. 

2 bit DATA I RECONSTRUCTED VAWF 

0.52 Th 
-0.52 Th 

0 1  1.73 Th 
-1.73 Th 

Th = THRESHOLD FROM BURS1 HEADER 

Fig. 8. Decoding of 2-bit data. 

AREA COVERED 
BY WRST 

,THRESHOLDS 
TO BURST (i +2) 

In the threshold circuit the sum of the magnitude of 256 
I and Q samples from the 8-bit A/D is used to provide an 
estimate of the signal-level statistic. As described previ- 
ously, these samples are made up of blocks of 16 range 
samples from 8 pulses (taken at every 8th pulse). Using 
this statistic the quantizer control is found using a look- 
up table. This is performed by dividing the statistic by 16 
and forming an 11-bit word to be used as an address for 
a 4k ROM whose output is a 7-bit word. The ROM con- 
tains the map from the statistic to the control of the quan- 
tizer (a mechanization of (1)). Hence a total of 127 con- 
trol thresholds are available to adapt the quantizer to the 
time-varying statistics. This gives the BAQ a possible dy- 
namic range of approximately 39.5 dB at a minimum 8.5- 
dB signal-to-distortion noise ratio (see Fig. 11). This 
7-bit quantizer control or threshold for each block is en- 
coded in the burst header and downlinked for use in the 
reconstruction process. 

The bit selector circuit uses the thresholds generated 
during the previous burst to encode the I and Q data sam- 
ples into 2 bits. The sign bit of each 8-bit data word from 
the A/D is carried around the bit selector circuit and is 
always one of two downlinked bits. The 7-magnitude bits 
of the data samples are compared to the 7-bit threshold 
bits. If the sample’s magnitude is greater than the thresh- 
old, a “one” is downlinked; otherwise, the second data 
bit is “zero.” 

VI. SIMULATION RESULTS 

This section presents a set of the results of the simula- 
tions designed to test the BAQ. 

First, the step response ( a  30-dB step, Fig. 12) of the 
BAQ was analyzed. This was generated by the convolu- 
tion of the step with the MGN radar biphase code; by 
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Fig. 10. Functional block diagram of the BAQ. 

SIGNAL-TO4OISE RATIO 

THRESHOLDS: 

1 
-a -M 40 40 -20 -IO o IO m 

RMS INPW/FULL SCALE OUTPUT 

Fig. 1 1 .  Predicted performance of the BAQ. 

quantizing the data samples with the BAQ; and by decod- 
ing the data samples and pulse compressing the data. The 
input power and the signal power (SP) of the response 
with and without the BAQ are shown in Fig. 13. As ex- 
pected, the output power turns out to be very close to the 
input power in the region of high reflectivity. The differ- 
ence in the low reflectivity area (within 64 range bins from 
the transition point) can readily be explained as power 
leakage from the high reflectivity area resulting from fi- 
nite-range side lobes. With the BAQ in the simulation the 
total average output power is higher than that measured 
in the previous case without the BAQ since the output 
power includes signal power plus quantization noise 
power due to the BAQ. This can be confirmed by com- 
paring the two power curves in Fig. 14. The peak of the 
main lobe to the highest side lobe ratio (PSLR) of the 
compressed pulse is approximately 22 dB (which is the 
expected PSLR performance of the biphase code) and the 
quantization SNR of the converter is 8.5 dB. 

Next, to investigate the visual effect of the BAQ on SAR 
imagery and to simulate SAR burst-mode BAQ operation, 
the approach shown in Fig. 13 is used. The following 
steps were used to generate the 2-bit I and Q data from 
magnitude images and were then recompressed to form 
SAR imagery: 

m I 1 I I I - I SP (NO BAQ) I 

jot REGION OF ISU 
FROM STEP 

01 I I I I I I I I 
0 32 64 96 128 160 192 224 256 

RANGE BIN NUMBER 

Fig. 12. Step response of the BAQ. 

I 

38 1 

I n t VQ SCENE 
DATA 

I 7 .  --- 
Fig. 13. Simulation approach. 

1) The scene magnitude data are first degraded with a 
fluctuation model (Rayleigh magnitude fluctuation and a 
random phase). 

2) The data are then weighted with the antenna pattern. 
3) The data are then dispersed in range by the MGN 

range code and dispersed in azimuth (Le., convolution 
with expected range/azimuth response). 

4) The data are either quantized to 8 bits or coded to 2 
bits using the BAQ. This provides the basis of comparison 
between the two modes of quantization. 

5 )  The 2-bit data are reconstructed and processed (i.e., 
range and azimuth compressed) and compared to the pro- 
cessed 8-bit data. 

The simulation results are shown in Figs. 14 and 15. 
Fig. 14 shows the results of a simulation using simulated 
terrain data and Fig. 15 shows the results of a simulation 
using an actual SAR image with more than 20 looks or 
with very low speckle noise. The 3 images in each figure 
are the original image, the image formed using a uniform 
8-bit quantizer, and the image formed using the BAQ, re- 
spectively. Each image is 300 X 400 pixels with a reso- 
lution of 150 m and a pixel spacing of 75 m simulating 
the actual resolution and spacing of the Magellan radar. 
The simulated images have four looks each. The visual 
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Fig. 14. Siniularion results. (a) Simulated terrain data. (b) Image formed using an %hit uniform quantizer. Ccl Image k)imeii 
using the BAQ. 

Fig. 15. Si~~~ulation results. (a) SAR image. (b) Image formed using an X-hit urxiform qumtizer.. (C’I 1rn;tge f’ormcd osing the 
BAQ. 

quality of the images formed using the BAQ can be com- 
pared to the image formed using a full 8-bit quantizer. 

As observed in (11 and as indicated in the simulated 
image data, the general noise level in the imagery gen- 
erated using data quantized by the BAQ can be seen to be 
higher than that generated by using an &bit quantizer. 
Thus an expected degradation in the SNR can be seen in 
the simulated-image data. The quality of the images gen- 
erated by the Magellan SAR and its effect on analysis of 
surfacia1 features on Venus can be found in (141. As a 
final remark, the design of an SAR system consists of the 
balance of many mission-related constraints. This paper 
illustrated one approach to the optimization of data qual- 
ity as related to the limitations of the communication 
bandwidth between the sensor and Earth ground stations. 

VII. SUMMAH’I 
An adaptive quantitation scheme which will be used in 

the MGN Venus mission in 1989 has been presented. The 
theory behind the quantization modet is given and the itn- 
plementation is described. Simulations have detnon- 
strated the expected performance of the BAQ. ‘This ndap- 
tive quantizer debign allowed a data rate reduction which 
satisfied the hardware constraints and also the radar sys- 
tem requirements. 
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analysis and development of the Magellan Radar Block 
Adaptive Quantizer. 
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